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Abstract

Reappraisal — rethinking a negative emotional situation to alleviate its impact — is an

effective emotion regulation strategy decreasing negative affect, increasing positive affect,

social adaptation and well-being. However, the mechanisms behind the effectiveness of

reappraisal are not yet well understood. To investigate the determinants of reappraisal

success, we developed a reproducible, data-driven classification of reappraisal techniques

and linked the identified techniques to reappraisal quality as defined by human raters. We

used a novel method, the construct mining pipeline, on a large dataset (n = 1521) of

interpersonal reappraisal suggestions with respect to six negative emotional vignettes to

infer classes of reappraisal. We identified eight distinct techniques, namely growth mindset,

positive repurposing, aberration, external justification, normalizing, unwarranted

conclusions, validation, and humor. After assigning the presence or absence of each

technique to entire reappraisals, we will apply linear regression to establish relationships

between reappraisal classes and quality. Using a held-out test set (n = 1513), we will

replicate our preregistered hypotheses to paint a coherent picture of the relationship

between reappraisal techniques and quality. Our findings not only advance the

understanding of the mechanisms behind reappraisal, but also enable the development of

better targeted reappraisal training both in humans and automatic helper tools such as

large language models.
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Data-driven classification of interpersonal reappraisals reveals eight distinct

reappraisal strategies

The ability to regulate one’s emotions is an essential human skill that can determine

a person’s mental health (Gross & John, 2003; John & Gross, 2004) or social success

(English et al., 2012; K. Wang et al., 2021). Emotion regulation is modifiable: People can

learn or unlearn certain emotion regulation techniques (Cohen & Ochsner, 2018), which is

crucial considering that most affective disorders such as depression or anxiety can be traced

back to an underlying emotion regulation dysfunction (Aldao et al., 2010; Coifman &

Summers, 2019; Cui et al., 2024). To leverage its full potential, researchers have set out to

identify healthy forms of emotion regulation, as well as ways to teach them.

One emotion regulation technique that has received particular attention is the

reevaluation of negative situations in a way that alleviates the impact of the elicited

emotion, a technique called cognitive reappraisal (Gross, 1998, 2015; Uusberg et al., 2019).

Reappraisal has proven effective in reducing negative emotions in general (i.e., as a habit;

Gross & John, 2003), as well as in particular settings (e.g., the global COVID-19 pandemic;

K. Wang et al., 2021). People can reappraise for themselves (intraindividual reappraisal),

but can also share reappraisal suggestions with others (interindividual reappraisal). The

relative ease with which reappraisal can be taught and shared has inspired the creation of

accessible tools supporting people’s reappraisal capacities, for example the use of large

language models to offer reappraisal suggestions (Sharma et al., 2023, 2024; Zhan et al.,

2024; Ziems et al., 2022).

Still, knowledge on the mechanisms behind the success of reappraisal is limited.

Recent findings stem from the evaluation of large language models as reappraisal helpers.

For example, Sharma et al. (2023) showed that people prefer highly empathic reappraisals

that are specific to the situation compared to overly positive ones when generated with

GPT-3. When reappraisals incorporate actionable advise, people perceive them as more

helpful, relatable, memorable, learnable, and report a significant decrease in negative
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emotional intensity when provided with such advise (Sharma et al., 2024). In another

study, after receiving targeted reappraisal training, GPT-4 provided reappraisal suggestions

of higher quality compared to the majority of humans with respect to human judgment.

Although reappraisal effectiveness and empathy was associated with situation specificity in

GPT-4, for humans the reverse holds: When being semantically similar to the situation,

human reappraisals were rated as less effective and less empathic (Li et al., 2024). While

studies on the reappraisal ability of large language models provide valuable insights into

reappraisal success, they were not designed to understand reappraisal dimensions and their

relationship to the quality of reappraisals, especially in humans.

Due to their situation specificity, it is hard to identify overarching components of

reappraisals, or reappraisal techniques. A common approach to describe reappraisals stems

from psychotherapy, specifically Cognitive Behavioral Therapy (CBT; Beck, 1963). CBT

identifies cognitive distortions, also referred to as thinking traps, which can be overcome by

shifting perspectives. Such thinking traps include, for example, catastrophizing or

overgenalization (Willams & Garland, 2002). Reappraisals can be understood as

antagonists of cognitive distortions, where one reappraisal can address several of them. For

instance, when designing a reappraisal intervention on a large American mental health

platform driven by large language models, Sharma et al. (2024) classified reappraisals by

addressing thinking traps, being rational, positive, empathic, actionable, specific, and

readable. Other studies follow a similar approach to leverage CBT for teaching large

language models reappraisal (e.g., Zhan et al., 2024; Ziems et al., 2022). However, in those

studies, boundaries between reappraisal techniques and desirable reappraisal characteristics

are not always clear cut and knowing what makes reappraisals desirable or effective does

not necessarily imply how to get there.

In the past, only selected studies have tried to distinguish specific reappraisal

techniques and relate them to reappraisal effectiveness. McRae et al. (2012) developed a

coding system to classify intrapersonal reappraisal attempts with respect to emotional
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pictures. In this study, people tried to focus on the advantages of the situation, downplay

the severity of the situation, challenge the authenticity of the picture, imagine desirable

future developments, remind themselves of their sense of agency, distance themselves from

the situation, propose practical solutions, or accept the situation. Challenging reality was

not effective in increasing positive affect, whereas distancing and agency were effective in

decreasing arousal.

Further evidence for the varying effectiveness of reappraisal techniques comes from

research on reappraisal inventiveness (Weber et al., 2014). Reappraisal inventiveness

describes a person’s creativity in generating qualitatively different reappraisals for the same

situation. Studies did not find an effect of reappraisal inventiveness on reappraisal success

(Weber et al., 2014; Zeier et al., 2020), and that effect was especially pronounced when

people were familiar with the situation (Zeier et al., 2024). This might be driven by the

fact that only selected techniques are effective and that their effectiveness depends on the

situation.

Finally, appraisal theory suggests that people perceive distinct emotions based on

their appraisal of the environment (Yeo & Ong, 2024). With reappraisal constituting an

intentional change in appraisal, we can theorize that reappraisals need to target an

emotion’s related appraisal dimensions in order to be successful. That is, if anger is elicited

in situations which people perceive to be caused by another person, effective reappraisals

would need to target said responsibility appraisal. Uusberg et al. (2019) propose that a

shift in appraisal dimensions is achieved either by repurposing, meaning changing a

person’s goal set, or by reconstruing, meaning changing a person’s perception of the

situation directly. However, what and how appraisal dimensions are exactly shifted is yet

to be defined and there is a limited overlap of categorizations, as well as lacking consensus

on what should be called reappraisal (Uusberg et al., 2019).

Understanding different reappraisal techniques can help to create more effective

reappraisal training. Reappraisal training has been a fruitful avenue in the past (Kam
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et al., 2024; K. Wang et al., 2021), but has not yet been targeted at specific reappraisal

techniques (except Ranney et al., 2017). Training people how to reappraise is especially

crucial since reappraisal success seems to be a matter of skill rather than effort (Li et al.,

2024). Furthermore, delving into reappraisal techniques helps us to understand how people

reappraise with respect to different modalities (e.g., oral versus visual stimuli), and in

different settings (e.g., intrapersonal versus interpersonal reappraisal).

Here, we attempt to discover dimensions of reappraisals in an interpersonal setting

using a data-driven approach and relate them to perceived reappraisal quality. We employ

a new method, the construct mining pipeline (Herderich et al., 2024), which distills

construct dimensions out of a collection of texts describing the construct of interest. Thus,

we determine reappraisal to be the suggestions that people generate after being taught and

prompted to reappraise. Specifically, after receiving a short reappraisal training,

participants created reappraisal suggestions for a stranger with respect to six vignettes, two

of which elicited anger, sadness, or anxiety, respectively. Another set of human

participants, who received the same training, rated the reappraisals on effectiveness,

empathy, novelty, and specificity, which taken together indicate perceived reappraisal

quality. Overall, our dataset consisted of 3,034 reappraisals.

With that, our study aims to address the following questions: First, what

techniques do non-experts use to reappraise after receiving a short, general reappraisal

training? Second, do the identified techniques overlap with theoretically motivated

reappraisal dimensions and if so, in which way? Third, are the identified techniques specific

to interpersonal reappraisal and where do they intersect with different settings? Fourth,

how do the identified reappraisal techniques relate to perceived reappraisal quality? These

questions are particularly suitable for data-driven approaches, and new methods such as

the construct mining pipeline render such approaches replicable and scalable. In the

following, we will first introduce the construct mining pipeline (Herderich et al., 2024), a

method blending computational and psychological techniques to infer construct dimensions
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from semi-structured text data. We will proceed to describe our dataset of interpersonal

reappraisals generated with respect to six different emotional vignettes. Afterwards, we will

present our results as intermediate steps along the construct mining pipeline and conclude

with a classification of reappraisal techniques before we close with a general discussion and

outlook on future steps.

Methods

A Short Introduction to the Construct Mining Pipeline

The construct mining pipeline (Herderich et al., 2024) is a method to establish

data-driven classes of psychological constructs such as emotion regulation or reappraisal.

By interleaving methods from machine learning and psychology, it aims to make

data-driven definitions of psychological constructs robust, replicable, and scalable. As such,

it constitutes a viable alternative to methods such as traditional qualitative analysis (Glaser

& Strauss, 2010), factor analysis, and computational grounded theory (Nelson, 2020).

The construct mining pipeline comprises nine steps: (1) First, the researcher collects

data with semi-structured, open-ended questions (often in the form of scenarios) to obtain

a list of texts, where each text reflects a (still unknown) component of the construct of

interest. (2) The texts are then embedded into a high-dimensional semantic space using

sentence transformers (Reimers & Gurevych, 2019). (3) In order to measure the influence

of the data collection on the embedding space an “item bias indicator” is calculated. With

that the question is answered of how much the scenarios of the data collection influence the

descriptions of the construct. (4) If the indicator reveals a significant “item bias”, the

embedding space is debiased by masking relevant key words from the scenarios in the texts

and recomputing the embeddings. (5) The debiased sentence embeddings can then be

reduced in dimensionality (McInnes et al., 2020) preparing the embedding space for (6)

clustering (Campello et al., 2013), which yields the psychologically relevant classes. (7) A

robustness check is performed to ensure the independence of the results from stochastic

components of the algorithm used for dimensionality reduction. (8) Next, a survey
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(“intrusion task”) is conducted to evaluate the meaningfulness of clusters with respect to

human judgement. (9) Finally, clusters remaining from the survey can be interpreted by

the researcher as components of the construct of interest.

A Dataset of Reappraisal Attempts

Here, we try to infer a data-driven taxonomy of cognitive reappraisals in

interpersonal settings, that is people trying to rethink a negative situation for another

person to alleviate the situation’s negative emotional impact. We base our analysis on a

dataset from experiments evaluating the quality of reappraisals of GPT (Generative

Pretrained Transformers) compared to humans (Li et al., 2024).

Specifically, we focus on data from two out of three studies, where we only use

human reappraisals for our analysis. In study one, participants completed a training

helping them to produce effective reappraisals (Pinus et al., 2023; K. Wang et al., 2021).

They then reappraised six vignettes (among others) such as “My roommate laughed at my

first attempt at cooking. I feel incompetent.” two of which represented situations of

sadness, anger, and anxiety, respectively (see Appendix A for details). An example of a

reappraisal would be “That was your first attempt and it’s okay to make mistakes.” Each

of the six vignettes received approximately 100 reappraisals, resulting in a set of nr = 611

reappraisals in total.

In study two, participants again received a reappraisal training after which they

reappraised the same six vignettes as in study one. The samples from both studies were

disjunct. On top of that, participants were assigned to one out of four conditions

incentivizing them to produce reappraisals of higher quality ranging from no incentive to

150% bonus based on standard payment. The sample consisted of np = 404 participants

producing nr = 2423 reappraisals in total.

Summing up the data from both studies, our dataset consisted of nr = 3023

reappraisals overall. The studies were conducted on Prolific with residents from the United

States or the United Kingdom fluent in English. For a complete description of the
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experimental set up and applied measures see Li et al. (2024).

Results

In the following, we will describe all intermediate results along the nine steps of the

construct mining pipeline (Herderich et al., 2024, and see Section “A Short Introduction to

the Construct Mining Pipeline”) to arrive at a taxonomy of interpersonal reappraisal

techniques.

Data Preparation

For preparation, we split the data (see Section “A Dataset of Reappraisal

Attempts”) in half to conduct exploratory analyses on the first half of the data and

replicate our results on the second half of the data at a later stage of the process. The two

data partitions are balanced over study one and study two, but are disjunct in human

participants. That means, for a stronger replication of our results reappraisals from one

person are only assigned to either half of the data. We further tested for differences in

potential confounds between data splits: There were no differences in the occurrence of

vignettes over data splits (χ2(1) = 0.13, p = .99), no differences in reappraisal length

(U = 1167830.5, p = .47), and no differences in reappraisal quality (measured as a

composite score of a 7-point Likert scale of effectiveness, empathy, novelty, and specificity;

U = 1165048.0, p = .55).

Since the reappraisals were considerably long and we had reason to assume that one

reappraisal contains several techniques, we split the reappraisals into sentences for the first

half of the data on which we planned to fit the construct mining pipeline. Specifically, we

split reappraisals by full stops, exclamation marks, question marks, and semicolons. The

sentences were then associated with their original vignette. That is, if a reappraisal

generated with respect to vignette one contained three sentences, after splitting we

obtained three separate data points each associated with vignette one. Accordingly, the

first data split included nr = 3324 (split) reappraisals.
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Sentence Embeddings

We used Python version 3.11.8 and Sentence Transformers version 2.2.2 (UKP Lab,

2024) for our analysis. We selected the “stsb-mpnet-base-v2” model

(https://huggingface.co/sentence-transformers/stsb-mpnet-base-v2) of the Sentence

Transformers library to embed the nr = 3324 reappraisals. The model is a fine-tuned

version of Microsoft’s “mpnet-base” and was trained on over one billion sentence pairs from

Reddit to Wikipedia, as well as a dataset specifically encoding sentence similarity with

respect to human ratings (STSB, Semantic Textual Similarity Benchmark,

https://huggingface.co/datasets/sentence-transformers/stsb). The model embeds sentences

or short paragraphs in a 768 dimensional space. We selected the model, because it is one of

Sentence Transformer’s best performing models and explicitly suitable for clustering. We

embedded the text of the six vignettes with the same model to estimate the influence of

the data collection on the embedding space, which we discuss next.

Item Bias Measurement

When clustering on the original embedding space, clusters might form based on the

content of the vignettes rather than different reappraisal techniques. For example, since we

used the scenario “My roommate laughed at my first attempt at cooking.”, we could expect

clusters forming based on “cooking” defying our goal of identifying reappraisal techniques.

Therefore, we use the item bias indicator as proposed in Herderich et al. (2024) to measure

how closely reappraisals are associated with their vignettes. Concretely, the indicator

measures whether reappraisals created with respect to a certain vignette lie closer to that

vignette in the embedding space than to all other vignettes. While a statistic of zero

indicates no bias, negative values indicate a bias in the expected direction (i.e., reappraisals

are closer to their vignette) and positive values indicate a bias in the unexpected direction

(i.e., reappraisals are closer to other vignettes). Item bias is calculated per vignette.

Through bootstrapping, we can compute 95% confidence intervals, thus being able to judge

whether item bias is significant or not. In Table 1, we show item bias effect sizes (a

https://huggingface.co/sentence-transformers/stsb-mpnet-base-v2
https://huggingface.co/datasets/sentence-transformers/stsb
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standardized measure of the statistic) on our embedding space of reappraisals with respect

to the six vignettes.

We can see that all vignettes have a negative bias. This means that reappraisals

generated with respect to a certain vignette lie closer to that vignette in the embedding

space than to all other vignettes. These results are expected, because by definition

reappraisals are supposed to be a reinterpretation of a specific situation. However, to later

make our reappraisal taxonomy more generalizable, we attempted to reduce item bias in

the following step, which we describe next.

Item Bias Reduction

We reduced item bias in the embedding space through a technique termed masking.

To this end, we defined keywords from the vignettes and replaced them with “[MASK]” in

the reappraisal texts. For example for the vignette “My roommate laughed at my first

attempt at cooking.”, we determined “roommate*”, “flatmate*”, “laugh*”, “first”,

“attempt*” and “cook*” as situation-specific key words. Stars indicate regular expressions

and account for inflections and declensions of the masked words.

To check for additional situation-specific keywords beyond the vignette texts, we

calculated a class based TF-IDF (term frequency inverse document frequency;

Grootendorst, 2020), which allows to determine the most informative words — or “top

words” — per vignette. With that, we found seven additional words, although most of the

identified words stemmed from inspecting the vignette text directly. We list the keywords

for all vignettes in Table A1 in the Appendix.

After masking the reappraisal texts with the identified keywords, we recomputed

the sentence embeddings with our previous model and applied the item bias statistic to

quantify the effect of debiasing. As shown in Table 1, we achieved a reduction of 28% to

37% for all vignettes, except vignette “Father”, for which we were only able to reduce bias

by 16%. Still, bias reduction was significant for all vignettes as indicated by the

non-overlapping confidence intervals before and after. Given the successful debiasing, we
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Table 1

Item Bias Effect Sizes Before and After Item Bias Reduction with 95% Confidence Intervals

Vignette Before After Reduction

Cooking -1.45 [-1.50; -1.41] -0.92 [-1.00; -0.84] 37%

Hair -1.26 [-1.32; -1.21] -0.86 [-0.94; -0.78] 32%

Cans -1.47 [-1.52; -1.43] -1.03 [-1.11; -0.94] 30%

Father -1.59 [-1.63; -1.55] -1.33 [-1.38; -1.28] 16%

Gift -1.46 [-1.52; -1.41] -0.95 [-1.03; -0.87] 35%

Friend -1.49 [-1.54; -1.44] -1.08 [-1.16; -1.01] 28%

Note. For detailed vignette texts see Appendix A.

used the masked reappraisal embeddings going forward.

Dimensionality Reduction and Clustering

To infer reappraisal classes, we reduced the dimensionality of and clustered on the

masked embedding space using UMAP (version 0.5.3) and HDBSCAN (version 0.8.33) as

implemented in Python (McInnes, 2018; McInnes et al., 2018). UMAP and HDBSCAN

have a set of hyperparameters that need to be chosen to control the fitting process.

Specifically, for UMAP, we need to decide on the minimum distance that points in the

reduced embedding space can be apart (dmin), the number of neighbors considered for

density estimation (kUMAP ), and the number of dimensions to project into (nUMAP ). For

HDBSCAN, we need to set the minimum number of points to form a cluster (cmin), as well

as the number of neighbors for density estimation (kHDBSCAN).

We chose dmin = 0.05 and cmin = 10 based on theoretical considerations (Herderich

et al., 2024), and determined the remaining three parameters through hyperparameter

tuning. To this end, we employed a grid search with kUMAP = [15, 30, 40, 45, 50],

nUMAP = [10, 30, 50], and kHDBSCAN = [10, 15, 20, 25, 30, 35, 40, 45, 50]. Since UMAP

utilizes a random seed, we tried four different random seeds with the above-mentioned
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hyperparameter set, which we generated using Python’s random.randint function.

Desirable solutions are characterized by (1) being stable across different random seeds, (2)

yielding the expected numbers of clusters (or more), (3) leaving as little points unclustered

as possible (also called noise), and (4) reducing the number of dimensions as little as

possible.

For the number of resulting clusters, we expected to find at least eight based on

McRae et al. (2012) and around ten based on our own qualitative analyses. Considering

that reappraisals are situation-specific and we could expect each reappraisal type to

manifest differently over all six vignettes, we planned to settle on a solution between 10

and 60 clusters. Figure 1 displays the number of resulting clusters over all combinations of

hyperparameters. We can see that for nUMAP = 50 and and kUMAP = [15, 30], solutions are

unstable, that is resulting in trivial solutions with no to very little clusters, especially for

small values of kHDBSCAN , which would otherwise yield numbers of clusters in our expected

range. We therefore settled on nUMAP = 30, kUMAP = 45 and kHDBSCAN = 15 resulting in

solutions with roughly 30 clusters. Importantly, we aimed for a solution with more number

of clusters, since discarding and merging clusters is still possible in upcoming steps of the

pipeline as noted in Herderich et al. (2024). For the chosen set of hyperparameters the

number of unclustered points revolved around 1500 to 1750, but noise was mostly

proportional to the number of clusters, which is why we did not consider it further (see

Figure B1 for details).

Robustness Check

To ensure that the number of clusters for our chosen hyperparameter combination

(nUMAP = 30, kUMAP = 45, kHDBSCAN = 15) is not the result of chance, we ran UMAP

and HDBSCAN with 5000 different random seeds keeping all other parameters constant.

Furthermore, to determine the final clustering, out of the 5000 runs, we chose one random

seed yielding the number of clusters of the majority of solutions.

Figure 2 shows that the number of clusters over different random seeds ranges
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Figure 1

Number of Resulting Clusters Over a Set of Different UMAP and HDBSCAN

Hyperparameters

Note. The four different lines in each subplot denote the runs over four different random seeds.
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Figure 2

Robustness Check

(a)

(b)

Note. (a) Histogram of number of resulting clusters over 5000 different UMAP and HDBSCAN

runs. (b) Histogram of average Adjusted Rand Index per random seed over 5000 different UMAP

and HDBSCAN runs.

considerably between 20 and 35, but rarely results in solutions with very little clusters.

The distribution is bimodal, however, solutions with 25 clusters are more frequent
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(n = 633) than solutions with 31 clusters (n = 422). We thus chose a random seed yielding

25 clusters.

To examine the overlap of clusters across different solutions, we applied the adjusted

rand index (ARI; Hubert & Arabie, 1985; Steinley et al., 2016). The ARI can range

between 0 and 1 and is high if points are grouped similarly across two different clusterings.

We defined “trivial solutions” to be solutions with less than four clusters (Figure 2A) and

excluded them for this analysis. Effectively, ARIs ranged between .60 and .70 (Figure 2B),

indicating moderate recovery (Steinley, 2004). Importantly, the ARI correlated with the

difference in number of clusters between pairs of solutions (rspearman = −.73), meaning that

ARIs were higher for solutions with similar number of clusters.

Validating Clusters

With the final clustering solution, we conducted an “intrusion survey” to validate

the clusters beyond expert judgement. In the survey, participants are presented with four

sentences at a time, three being from the same and one from a different cluster. They are

supposed to identify which one of the sentences does not belong to the others. If people are

able to identify the majority of “intruders” for a cluster on average, we declare it coherent

and therefore interpretable.

We aimed at evaluating 30% of sentences for each cluster resulting in 205 survey

questions in total. To limit the strain for participants, we presented each with a random

set of 51 questions out of the entire question pool. We conducted the survey with a sample

of n = 81 on Prolific with adult residents of the United States, who were fluent in English.

We further added four attention checks to the questionnaire and terminated participation if

two attention checks were failed. We obtained IRB approval for this study previous to

conducting the survey.

For data analysis, we excluded four participants, because their completion time was

three standard deviations below the mean (x̄ = 22.7min, SD = 3.9min). Our remaining

sample of n = 77 was 71.4% female, 27.3% male, and 1.3% non-binary. People were 39.9
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Figure 3

Fraction of Found Intruders per Cluster

Note. The dashed, orange line denotes our chosen cut-off score of .67 (two third majority).

years on average (SD = 13.0). We obtained 15 to 22 votings per question. Figure 3 depicts

the fraction of found intruders for each of the clusters. Out of 25 clusters, 11 fall below our

chosen cut-off score of .67 representing a two third majority. We defined said cut-off score,

because a two third majority still represents a strong majority while taking the difficulty of

the intrusion survey into account. In summary, we kept 14 clusters to interpret moving

forward.

Interpreting and Consolidating Clusters

Finally, we interpreted and consolidated the clusters withstanding the intrusion

survey through deep reading. Figure 4 shows a two dimensional representation of the

sentence embedding space with annotated clusters. Table 2 summarizes the consolidated

reappraisal classes including example sentences.

We found eight reappraisal classes in total: growth mindset, positive repurposing,

aberration, external justification, normalizing, unwarranted conclusions, validation, and

humor. We were able to interpret almost all of the clusters as reappraisal strategies, except

for one (cluster 18), which revolved around receiving and giving gifts, but contained a

mixture of strategies. The strategy to repurpose the situation by reevaluating the



REAPPRAISAL CLASSIFICATION 18

Figure 4

Annotated Map of Reappraisal Clusters

positive repurposing

normalizing

aberration

unwarranted conclusions external justification

validation

humor

growth mindset

receiving/giving gifts

Note. The figure displays a two dimensional representation of the sentence embedding space of

reappraisals obtained with UMAP. Grey crosses denote unclustered points. Dark-grey circles

denote clusters that did not withstand the intrusion survey. Colored circles denote interpretable

clusters. Colors were chosen based on consolidated reappraisal classes. The orange cluster

revolved around the topic “receiving/giving gifts” instead of an overall reappraisal strategy.

intentions of the other person was by far the most prevalent strategy, which is reflected in

“positive repurposing” consisting of five clusters.

Despite our efforts to make the embedding space on which we clustered more

independent from the vignettes used for data collection, the reappraisal classes were still

highly situation-specific. We considered this a possibility, because reappraisals are by

definition situation-specific. Furthermore, we used a variety of situations to capture

reappraisal attempts theorizing that different situations might necessitate different

strategies. Therefore, although situation-specific, the found reappraisal classes were still
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Table 2

Description and Examples of Consolidated Reappraisal Classes

Reappraisal

Class

Related

Clusters

Description Example Sentence

Growth

mindset

2 understanding the situation as a

learning opportunity

“Cooking is a skill, and every skill takes

practice.”

Positive

repurposing

5, 9, 10,

20, 25

reevaluating the intentions of the

other person(s) involved

“It shows how much he loves you.”

Aberration 6 thinking of the situation as an

exception rather than the norm

“She’s actually looking forward to

catching up with you next time.”

External

justification

8, 16 understanding that the cause of

the situation might lie outside a

person’s control

“Perhaps your boss had other pressures

in their life that made them lash out.”

Normalizing 12 understanding that the situation

is normal and advantageous

“Your friend has other friends and

that’s okay.”

Unwarranted

conclusions

13 questioning a person’s conclu-

sions from the situation

“Just because she hung out with other

people doesn’t mean she will abandon

you.”

Validation 22 validating a person’s perception

of the situation

“Your mother-in-law made a comment

that was not very kind.”

Humor 23 giving the situation a humorous

twist

“You need to fire your hairstylist and

laugh.”

generalizable.

Discussion

The goal of the current investigation was to identify reappraisal dimensions, or

specific techniques that people can use to rethink negative situations to alleviate their

emotional impact, in an interpersonal setting. To this end, we had people reappraise

negative emotional vignettes for strangers after receiving a short, general reappraisal

training. We used the construct mining pipeline (Herderich et al., 2024), a novel method
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blending psychological and computational techniques, to infer a data-driven classification

of reappraisals. We found eight distinct reappraisal techniques, namely growth mindset,

positive repurposing, aberration, external justification, normalizing, unwarranted

conclusions, validation, and humor.

The reappraisal techniques we identified demonstrate how negative thinking traps,

or cognitive distortions (Beck, 1963; Burns, 1980; Yurica & DiTomasso, 2005), can be

targeted concretely. For example, “positive repurposing”, that is rethinking another

person’s intentions, is a response to disqualifying positive evidence and mind reading (i.e.,

interpreting another person’s actions to be negatively motivated). “Aberration”, that is

declaring a situation a coincidence rather than the norm, can target overgeneralization and

magnifying negative experiences. Imagining “external justifications” can prevent a person

to attribute the cause of negative experiences to themselves. Finally, being reminded that

certain implications might not be justified (a technique we termed “unwarranted

conclusions”) can answer to selective abstraction of negative details of a situation, and

jumping to conclusions. Still, reappraisal techniques must not only target specific thinking

traps, but can correct negative thinking more broadly as well.

Until today, only selected studies have explicitly investigated the effectiveness of

different reappraisal tactics. When teaching people either one of two broad, theoretical

reappraisal techniques, both reconstrual and repurposing (Uusberg et al., 2019) had similar

positive effects compared to a control condition (K. Wang et al., 2021). McRae et al.

(2012) identified eight reappraisal tactics with respect to intrapersonal reappraisal of

emotional pictures. Although investigating a different setting and modality, many of the

identified themes reflect in our classes. In their sample the authors, too, found the idea

that the situation has explicit advantages or is not as bad as it seems (“positive

repurposing”), that the situation isn’t real (“unwarranted conclusions”), that the situation

will improve on its own (“aberration”) or due to a person’s intervention (“growth

mindset”), that the situation is unrelated to the self (“external justification”), and that the
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occurrence of the negative situation is normal at least to some extent (“normalizing”).

When reappraising, people exploit the ambiguity of the situation and its social

signals. This is evidenced by the fact that rethinking a person’s intentions is the most

prevalent technique in our clustered reappraisals, and supported by techniques such as

external justification and unwarranted conclusions. Other techniques are taking the

situation as a given, but try to manipulate its importance. For instance, growth mindset,

aberration, and normalizing all do not contest the situation but portray it as normal or

easily modifiable. Validation — the nonjudgmental acceptance of another person’s feelings

— could be a technique specific to interpersonal reappraisal. Parental validation is an

important factor in the emotional development of children (Jeon & Park, 2024; Lambie &

Lindberg, 2016). In interpersonal reappraisal, validation could function as a pathway to

helping other’s access their own emotion regulation skills by reducing initial stress (Shenk

& Fruzetti, 2011), or buffering against a decrease in positive affect (Benitez et al., 2022),

thus freeing cognitive resources.

Compared to serious reappraisals, humorous reappraisals have been shown to be an

effective strategy, at least when people were coping for themselves (Kugler & Kuhbander,

2015; Samson et al., 2013). In an interpersonal setting, however, there’s a flip side: People

have different humor styles and not everybody will consider the same things funny. In

general, the key to a successful humorous reappraisal appears to be the use of benign

instead of aggressive or self-defeating humor (Amjad & Dasti, 2022; Samson & Gross,

2012). On the one hand, humor could be beneficial in distant social settings, since people

preferred social sharing over other emotion regulation strategies in close relationships

(Tanna & MacCann, 2023). On the other hand, using humor to reappraise can have

beneficial effects in close relationships by increasing psychological intimacy or relationship

satisfaction (Horn et al., 2019; Walker et al., 2024).

Independent of the applied technique, reappraisals are always highly

situation-specific. When interpreting the extracted clusters, we found that although
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representing generalizable reappraisal techniques, each cluster largely referred to one single

vignette. Furthermore, within each cluster specific reappraisal suggestions were fairly

common. For example, people often attributed the fact that the father stops by

unannounced as him being lonely. This suggests that some reappraisals come more easily

and the question is whether obvious or unobvious suggestions are perceived as more helpful.

Research has shown that people with similar emotional responses to a stressful laboratory

task also indicated similar appraisals (Siemer et al., 2007). That said, people with specific

appraisals might prefer matching reappraisals, and the challenge in interpersonal settings

might be to find this sweet spot. This is supported by the fact that generating more

reappraisals is not indicative of reappraisal effectiveness (Zeier et al., 2020) and that this is

especially true for people with high situational familiarity (Zeier et al., 2024).

Interpersonal and intrapersonal emotion regulation can be substantially different

(Zaki & Williams, 2013), and so can reappraisal. For example, a recent study of

interpersonal emotion regulation showed that both expressive suppression and cognitive

reappraisal reduced negative and increased positive affect in targets, while increasing

negative effect in regulators (Y. Wang & Shi, 2024). Intrapersonal reappraisal might be

characterized through unique techniques not represented in our dataset. Mapping

reappraisal tactics over different settings and modalities is a ripe avenue for future

research. Another question concerns relevant pathways (e.g., empathy) over which different

interpersonal techniques function (Levy-Gigi & Shamay-Tsoory, 2017). Finally, the success

of interpersonal reappraisal depends on the intensity of the negative emotion (Nozaki &

Mikolajczak, 2023) raising the question of further potential constraining factors.

Still, understanding reappraisal techniques will help improving reappraisal capacity

more purposefully. On the one hand, reappraisal techniques will allow us to differentiate

high quality from low quality reappraisals and reappraisers. On the other hand, knowledge

about high quality reappraisals can be utilized to improve automatic tools such as large

language models specialized in reappraisal (Li et al., 2024). Incorporating domain
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knowledge in machine learning to improve performance has been proven extremely effective

in other fields to date (Jumper et al., 2021). Furthermore, understanding reappraisal

techniques can help to develop more targeted and systematic reappraisal training.

Research indicates that several reappraisal techniques could be equally effective (Ranney

et al., 2017), although this has not been investigated exhaustively. Other findings point to

the variation in reappraisal effectiveness based on the fit of technique and emotion, and

people will choose techniques based on perceived and not actual effort and effectiveness

(Vishkin et al., 2020). In general, reappraisal quality, which is supposed to differ between

tactics, has been shown to mediate the relationship between the use of reappraisal and its

effects on positive, as well as negative affect (Southward et al., 2022).

Our study constitutes the first attempt in classifying reappraisal techniques

data-driven, yet standardized. However, it is not without limitations. First, reappraisals

were generated with respect to only six scenarios. It is not clear whether those vignettes

evoke all potential reappraisal tactics. People might be able to identify more or less with

the presented scenarios and therefore, their reappraisals might be more or less diverse.

Future research needs to replicate the current classification of reappraisal techniques. The

construct mining pipeline is repeatable and extensible, and in principle suitable to do so.

Second, the construct mining pipeline is suitable for discovering, not assigning classes. It

has been shown that identifying high-density regions in the embedding space, or in other

words identifying the most representative samples, can paint an exhaustive picture of

classes at least within a given sample (Herderich et al., 2024). However, the method leaves

a considerable amount of reappraisals not clustered and even if clusters are coherent, they

might not be entirely pure. Therefore, identified classes ideally need to be reassigned to

each sample either manually or with a separate machine learning model trained specifically

for classification before statistical analysis. Third, we used effectiveness, novelty, empathy,

and specificity to rate reappraisals, but there might be other indicators to assess reappraisal

quality. Furthermore, we used an independent sample to rate reappraisal quality rather
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than people receiving the reappraisals directly. Future research will need to investigate the

relationship between reappraisal techniques and these or other quality indicators.

Outlook

Identifying reappraisal dimensions was only the first step in our endeavor to link

different reappraisal techniques to effectiveness. We now plan to undertake the following

steps to round off the current project: First, we will manually assign each of the eight

techniques to full reappraisals in the training dataset. That is, for the classification, we

split reappraisals into smaller entities (see Section “Data Preparation”) to separate

reappraisal tactics more neatly. For the analysis of reappraisal techniques on effectiveness,

we would like to analyze reappraisals as a whole, first and foremost, because reappraisal

quality was assigned to entire reappraisals. To this end, for each of the eight techniques

two raters will assign a one to an entire reappraisal if said technique is present and a zero if

not. After calculating interrater reliability, and only if interrater reliability is sufficient, we

will apply linear regression to model the relationship of reappraisal techniques on each of

the four quality measures (effectiveness, novelty, empathy, and specificity). This approach

will also give us the opportunity to factor in further predictors such as the amount of

techniques used in a single reappraisal or interactions between techniques. Based on this

exploratory analyses, we will generate hypotheses, which we will preregister and test on the

remaining half of our data, the test set. With that, we hope to paint a more coherent

picture of what specific reappraisal techniques are beneficial and which are not.
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Appendix A

Vignette Texts

Table A1

Vignettes and Their Respective Masked Words

Emotional Vignette Masked Words

My roommate laughed at my first attempt at cook-

ing. I feel incompetent.

roommate*, flatmate*, laugh*,

first, attempt*, cook*

My mother-in-law said my hair looks disheveled

in front of everyone at our family dinner. I feel

miserable.

mother-in-law*, mother in law*,

hair, disheveled, family, dinner

My boss made me clean the bathroom all week af-

ter I knocked over some cans during my first shift.

I feel offended.

boss*, clean*, bathroom*, week*,

knock*, can*, shift*, rota*,

task*1, work*1, job*1

My father comes over to my house unannounced

to “check on me” even though I am married and

have kids. I feel irritated.

father*, dad, house, unan-

nounced, check*, married, kids,

child*1

My new friend rejected my gift even though it was

supposed to be a show of thanks for their help on

a task last week. I worry I’m weird.

friend*, reject*, gift*, help*,

task*

My friend hung out with others without me and

posted a lot of pictures together on Instagram. I

worry she is going to abandon me.

friend*, hang*, out, hung out,

without, post*, picture*, Insta-

gram, Insta, IG, group*1, to-

gether1, social media1

Note. 1 Words identified with ctfidf.
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Appendix B

Number of Unclustered Points
Figure B1

Number of Unclustered Points Over a Set of Different UMAP and HDBSCAN

Hyperparameters

Note. The four different lines in each subplot denote the runs over four different random seeds.
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